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ABSTRACT

We use firm-level survey data from over 20,000 firms in about 60 esnio
identify constraints on the growth of firms. We develop a Lageangpproach and
measure the cost of different constraints by using managers’eendw survey
guestions on what aspects of their external environment inhibit thetiopeeend
growth of their firm. Our model reveals that, contrary to the common practice im muc
of the existing literature on this question, the importance of amabsio growth is
not, except under very restrictive assumptions, measured by thecwygfion the
reported level of the obstacle in a growth regression. This ptearastimate is
typically contaminated by the endogeneity of public good suppdy @untry level
(better performing countries have higher levels of supply), antddgridogeneity of
demand for public goods at a firm level (better performing firneslregher levels of
public good inputs). We illustrate these biases for a number of adsstichrowth,
and argue that such biases can account for anomalous findings itethtule. A
priori arguments suggest that the subjective evaluation of finaaostraints is
different from other constraints and this too is reflected ird#iae. We show how the
importance of different constraints varies across countries and hewoast of a
constraint depends on the characteristics of the firm.
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1. Introduction

This paper uses detailed microeconomic data to identify institalticonstraints on
economic growth in a sample of over 20,000 firms in about 60 countriese Thts
consist essentially of the responses of firm managers to guesgquiring them to
state the degree of severity of a number of obstacles to thetiopesf their business.
We argue that such data can be extremely informative abowvaihdnstitutional
constraints affect firm growth, but that their interpretation rexguar careful economic
model. We set out such a model based on the idea that the iosstiutia firm’'s
business environment have the character of public goods, which an@uinnto
private production but whose availability may be in more or lessiatesl supply.
This model reveals that, contrary to the common practice in mucheoéxisting
literature on this question, the importance of an obstacle to grewibti except
under very restrictive assumptions, measured by the coefficietieareported level
of the obstacle in a growth regression. This parameter estinsattypically
contaminated by the endogeneity of public good supply at a countrly (leatéer
performing countries have higher levels of supply), and by the endogeneity of demand
for public goods at a firm level (better performing firmsahéeher levels of public
good inputs). We illustrate these biases for a number of obstadesvith, using our
data to show how the true value of the impact of the constraintrarp&rformance
differs systematically from the value yielded by itsreated coefficient in a growth
regression. Examples where such divergences are important indelde
communications infrastructure, which according to our data is never tampdor
growth but has a large and significant regression coefficiek,t@x levels, which
according to our data are highly important for growth but havenaigrificant
regression coefficient.

In the model we set out below, production requires not just a private(imbich we
think of as labour but which can be understood as encompassing otherppivaiy
inputs as well) and also a public good input, which may be multidimemhsibna
latter can be understood as including physical infrastructure, sociditions such as
crime and corruption, macroeconomic and political conditions and so on. Vhe ke
point is that the supply of the public good input is constrained atehwéich is the
same for all firms in a given country but typically varies between coantmigh more
prosperous countries usually having higher levels of supply. In addittodgmand

for the public good will typically vary between firms in them@acountry, with more
highly performing firms demanding more of the public good and therdééaling the
supply constraint more keenly. These demand and supply endogeneities arearucial f
the interpretation of any regressions in which the levels dfethmnstraints as
reported by managers appear.

One feature of the business environment that is different the ashidres availability
and cost of finance. Although the general characteristitiseofinancial system have
some public good characteristics, the characteristics offitine concerned will
typically affect the supply of finance to any given firmdanot just the demand by
that firm. Indeed, because of limited liability and the divergenaatefests between
managers and shareholders, a well-functioning financial systemme that should
limit the availability of finance relatively more strictty firms that are less likely to
make productive use of it. This has clear and testable empmgditations that we
explore below.



Our paper is structured as follows. In Section 2 we explain thdiam behind our
approach to modelling the business environment and argue for the itif@meas

and usefulness of data on managers’ perceptions of that environmenttidm Sage

set out our model, in which the managerial perceptions are forchal&zthe values of
the Lagrangian multipliers on various dimensions of the supply eamston the

public good. We derive comparative static predictions that motivatsuhsequent
econometric analysis. In Section 4 we describe our data and shovhé@kbdolute
and relative importance of different constraints varies by couhtr§gection 5 we
compare and contrast these findings with the parameter esdin@dt growth

regressions incorporating these constraint values. Section 6 concludes.

2. The business environment as a public good

A consensus has developed over the last decade or so that theafuastitutions is
of critical importance to successful development, but there is nemsus on how to
identify the dimensions of institutional quality that matter mdsie main reason for
this is that the country-level data that have principally been ws@u/éstigate the
guestion can tell us what features of institutions typicallyoapany economic
growth. They can even try to use instrumental variables techniquemtrol for the
endogeneity of these institutions. But studies of country-level dataot easily
identify the difference between a feature of institutions thabrapanies or is
associated with growth and one whose absence would constitute a obngicai
growth. In this paper we propose a solution to the problem, based omtile &lea
that for some dimension of institutional quality to constitute a cainstupon growth,
it must have the property of a public good. We show how to use the quesgonna
responses of firm managers to identify such public goods, and draw consldst
the role of public policy in setting priorities for their supply.

Why is the public good dimension important? Many purely private gaaerdinary
inputs into production, and are typically more plentiful in countries dhator have
been enjoying economic growth. Cars, photocopiers, vacuum cleanageregfrs,
air conditioners all spring to mind — though the example of air tondrs reminds
us that we need to control for other variables such as climatessessing any
statistical correlation between economic growth and the avajabil the good.
Nobody, however, would consider the availability of such goods a “comSten
growth. Individual economic agents can acquire more of these gbdlasyi need
them — their only constraint is an overall budget constraint. In ecosdiadng
serious internal disruption, as in conditions of war or civil disturhatheze may be
problems with the availability of ordinary private goods, suclioad or medicines,
which may not be available at any realistic price. Lessndtically, some kinds of
private good may face scale economies in production or distributiomedat them
unavailable at levels of demand below some threshold. However, tios tgpically
the kind of problem with which the literature on institutional constsaon growth
has been concerned. In our interpretation, that problem should be semm as
inadequate availability of public goods even when markets for prosite goods
exist and make them available subject to the budget constraints of agents.



To identify the current level of some good as constraining economidtiyis to say
that economic agents cannot obtain as much of it as they would likeeto girrent
market prices, and their inability to do so has a shadow cost irs tefrforgone
economic development. Thus, if we identify (say) telecoms availabd a constraint
on development, we are implicitly judging that the available qyartitd not just the
price, of telecoms services affect the level of economic activity in theoety.

How can we find evidence about which dimensions of institutional qualgy
important for growth in this public good sense? One simple answer is to ask economic
agents themselves to identify the specific goods and services velvagability
(rather than just their affordability within an overall budgety &s a constraint on the
agents’ economic activity. In principle, if these responses amurate and
representative of the wider population of economic agents, we should ab&diable
picture of the constraints that matter for the activity of tbenemy as a whole. In
practice, therefore, we need to make an assessment of how accurateesehtaive

the responses are — a task we undertake in this paper.

As we describe below in more detail, the data with which we wonsist essentially
of responses by firm managers to questions about the degree to tiviic firms’
activity is constrained by inadequate features of certastitutions in their
environment — notably by physical infrastructure, macroeconomic istalihe
operation of government regulations and so on. A high average scoaegigen
feature is interpreted as meaning that managers pertevieadequate state of that
institution as imposing a large constraint on their business opera@oimsr things
equal, therefore, we can conclude that public policy intervention tmiraghe state
of the institution concerned would generate a large amount of additicorabrex
activity.

The question of how representative are the responses is ¢asiastver. Enterprises
are not the only economic agents that matter in an economy. Theralso
individuals and households — and some institutions that matter for theot duatter
very much for the activity of firms. More subtly, existing entesgs are not perfectly
representative of the population of potential enterprises (namelg thas would
exist under better institutional conditions). There may be sonas typregulation, for
instance, that are not perceived as constraints by existing hutng/hich serve to
make entry into the market much more difficult for new firms.sEheaveats should
be borne in mind in interpreting the results of a study like theepteone, but it
remains an important exercise in our view to study the relatiygortance of
constraints on the activity of existing firms.

The question of accuracy is more complex. There are of course duadais the
willingness and ability of managers to report accurately femtudfe their firm
environment, especially those embodied in not-easily-quantifiableunesasuch as
“degrees of severity”. Biases such as over-optimism orh@nopposite direction) a
tendency to complain may affect estimates of the true seritlyese constraints.
However, there is no particular reason to think, in most casesubtgaifferences
in the reported severity of different constraints are likelgadiased (that is, there is
usually no reason to think that optimism or grumpiness have a difedreffect). If,
on average in a given economy, firms report electricity awiéithato be a more
severe constraint than telecoms availability, it seemsylitkelt electricity is indeed



the bigger constraint upon economic activity in the economy (in thgestat an
increase in the quantity of electricity supply to match exgstiemandat current
prices would result in a larger increase of firms’ output). If curremtgs correctly
reflect shadow costs to the economy, and in the absence of akgntdat will also
imply that the social benefit-cost ratio of such an increase dvbel higher for
electricity than for telecoms — a clear example of a publicyposecommendation
soundly based on an empirical finding.

However, there are some kinds of institutional feature where thasebe doubts
about accuracy that do indeed affect differences in reported tyeWost important
among these are the responses regarding availability of fin#nibeance had the
character of a public good like telecoms or electricity onedcimiiérpret a high score
on the constraints measure as indicating that output would respond \strorah
increase in the availability of finance. But finance igeadtdnt — banks lend money to
managers whose interests are not identical to those of sharehalttishareholders
in turn do not internalise the full costs of their borrowing decisidos, to limited
liability. Increased availability of finance may enable praitgymanagers to fund pet
projects that, on average, do not increase economic activity but mieigty increase
default rates, the costs of which are borne by lenders. Apgiencehat the supply of
finance is a constraint on the activity of at least some managesomething that
should characterize an effective set of financial institutions, uniikehe case of
institutions such as physical infrastructure. Finance has theaudifeature that — if
the institutions are working well — the perception of its avditgbas a constraint
should banverselyrelated to the quality of investment projects the firm hadablai
to fund, so that high scores may indicate poor quality projects ithidne the potential
for increased output. We discuss this issue further below.

In sum, therefore, the perception of the relative importance of eliffenstitutional
constraints on firm activity does appear to tell us somethimg@drtance for policy,
provided we remember that they tell us only about constraints aimgxisms, and
provided we remember also that financial constraints need to befigtbmi a quite
different way from other institutional constraints.

This interpretation of the answers to questions about constraintgnoradiivity
implies a number of predictions about the way these answers wllbegh across
countries and within them, independently of the relative importancgadfcular
constraints:

1) Countries with better economic performance on average (whethsurad
by the surveys themselves or by measures such as GDBpjiterlevels) should tend
to report answers indicating, on average, less severe corstaifitrm performance
than are present in worse-performing countries. However, thiststaltirelation may
result from causality running in either direction: less sevemestcaints on the
availability of public goods will cause improved performance, rahiegs equal, and
improved performance for other reasons may also lead the countryvéo ama
improved availability of the relevant public goods. The cost of theti@nsfor any
given country (in terms of forgone economic performance due to inadeouiaite
good supply) is the value of the constraint reported for that gguht variation in
the value of the constraibetweercountries will be an adequate measure only if there
is no reverse causality from performance to public good supply.



2) We should not expect to see the same variation between constraints
firm performance within each country as we do between countae¢east for those
constraints representing public goods. The very fact that they arec mdmoids
indicates that they have similar characteristics foriathd in the economy. There
may, however, be a degree of difference between firms in tleatetxt which they
need to use public goods, and therefore in the degree of constrainetheive due
to these goods’ non-availability or inadequate quality. We mighefihie expect to
see a positive within-country relation between firm performance i@ported
constraints, since faster-growing firms might be expecteweén more public goods
and therefore to be more aware of deficiencies in their supplig. joint does not
apply, though, for the financial constraints, since as we argued amoefective
financial system should be discriminating between different fimike allocation of
finance, and directing resources towards those firms that havwadbe promising
projects. We should therefore expect to see better performmg feporting fewer
financial constraints than less well performing ones.

3) The negative relationship between finance and performandanwit
countries should be stronger for countries whose financial systenfsirationing
well. We might therefore expect to see an interaction betwen finance-
performance relationship and some other indicators of the levelvetagenent of
financial institutions.

To what extent are the predictions above borne out in our data? Ehevelaise are
the fruit of a vast effort in recent years to collect fiemdl data on the quality of the
institutional environment in which firms operate. Both the World Bankta@dEBRD
have undertaken large numbers of firm level surveys with the exjresdion of
measuring the quality of the ‘business environment’ or the ‘invegteiamate’. By
now, there are some 120 cross-sectional surveys covering up to 47,0000 fioted
located in more than 60 countries. These ‘business environment’ sdogess on
institutions, interpreted as the rules of the game in which fanesengaged, the
organizations that implement these rules and the services provided.gatiesr
information on a firm’s experience of physical and communicatiafragtructure
(e.g., outages and connection delays), legal and regulatory instEUE.g., bribes
paid to get things done, losses due to crime, delays at customs posts), and the financial
system (e.g., cost of and access to finance). They also gatbenation on the
assessment by managers of the importance of each aspecbositess environment
for the operation and growth of the firm. The question asked of the manager is:
“I would now like to ask you questions about the overall business environment
in your country and how it affects your firm. Can you tell me hovbj@matic
are these different factors for the operation and growth of your business?”
A list of the aspects of the business environment managerskak tasevaluate can
be found in Table A4 in the Appendix.

Using the answers to these questions about the importance of diffensittaints, we
report some simple relationships here, which are explored ifl oletéctions 4 and
5. First, Figure la reports a between-country relationship of et &¢ income per
capita of the country and the reported importance of three kind®raftraints:
physical infrastructure (specifically, electricity), ausits regulations and access to
finance. As predicted, the figures show a declining relationship, thi reported



importance of constraints falling as country income level .riBegirelb reports the
equivalent within-country relationship, showing an increasing reldtipngor
customs and a declining one for finance, with no clear relationshipHhygsical
infrastructure.

Figure 1. Between and within country variation in importance of three
dimensions of the business environment

la. Between-country variation in importance of cortsaint by country income level
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1b. Within-country variation in importance of constraint by firm TFP level
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Note: Country income categories are those defingdthe World Bank. Data on importance of
constraints is for 18,444 manufacturing firms. T™ewerity of the constraint is measured on a scale
from O (no obstacle) to 3 (major obstacle). FirmPTIEvels are estimated as explained in Section 5,
footnote 9.



Figure 2 reports the within country relationship between firm pidty and

financial constraints for countries at different levels of fin@ndevelopment, where
the latter classification is made using indicators of credgrket development
provided by Djankov, McLeish and Shleifer (2005). It shows, as preditizidat low

levels of financial development there is no clear relationship detwfirm

productivity and reported constraints, while the relationship becomes cteady

negative for more financially developed countries.

Figure 2. Within-country variation of two measures of finance constraints by
firm-level TFP, by level of financial development of country
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Note: The development index is the simple sum ofluinmies recorded in the DMS financial
institutions data: creditor rights, information shg, private bureau, and contract enforcement days
365. The categories are Low=0, Medium=1-2, Higl=3-



Overall, although not every relationship shows up significantly in tree ttet general
pattern is very much along the lines predicted both with respect to the diffatterh

of between- and within-country variation, and with respect to thegahgupattern of
within-country variation at different levels of financial developimerhese initial
findings highlight the importance of keeping the between- and within-gopatterns
distinct when drawing both positive and normative conclusions. In reporting our
empirical results below we therefore not only focus on what tterdaeal about the
relative importance of different constraints, but also examine thelictions to see
whether the data validate our general explanatory framework, whadlonwalize in
Section 3.

A number of different approaches have been adopted in the litefatudentifying
bottlenecks to development and for setting policy priorities. Oneuseonstitutional
quality bench-marks from advanced economies (e.g., Zinnes et al., 20eiypde
series of ‘competitiveness indicators’ for transition economies;hwitiey map on to
the World Economic Forum’s Global Competitiveness Report seriesyever, it is
not clear how to translate a gap to the bench-mark into policy adsiwrld
resources be devoted to aspects of the institutional environment tivbegap to the
bench-mark is relatively small or relatively large? Second,retenark approach
may neglect technological change and the emergence of priattstes for public
goods. For example, measuring telephone lines per capita or the rafrdags delay
in getting a fixed line telephone connection may have become a podrinamnk for
communications infrastructure as mobile telephony has developed#sstitute for
land-lines. Similarly the minimum efficient scale for power genenatias shrunk.

Hausmann, Rodrik and Velasco (2004) suggest a procedure for identifying the
binding constraint on growth by using a simple growth model to esttadlhierarchy

of constraints and then providing a guide to how aggregate indicators cesedo
diagnose which constraint binds in a particular country. By contraistawilaundry

list” approach, the cost of a constraint depends on the characseaftite country.
However, a problem with their method is that the match betweeragbeegate
proxies for the constraints in the model is assumed and cannot be tested.

The use of micro-economic survey data to identify the bottleneckgawih can be
viewed as complementary to the use of aggregate measures. Indescber of
studies have used country or local area averages from businesmerrit surveys
to assess the importance of different factors for aggregaterpearice (e.g., Fries,
Lysenko and Polanec, 2004, Dollar, Hallward-Driemeier and Mengigti#s and
Hallward-Driemeier, Wallsten and Xu, 2003). Other studies use f@eead variables
to augment traditional firm performance equations (e.g., Beck, agKunt and
Maksimovic, 2005, Ayyagari, Demirgiic-Kunt and Maksimovic, 2608ye shall
argue that new insights can be gained for identifying the retébetks facing firms
by combining the use of country aggregate measures and firmaleagisis and that
this data-set enables us to test for these insights. Moretneicombined use of

L In the latter paper, the authors also use a difitestatistical technique known as Directed Acyclic

Graph methodology to explore the statistical retahips among different variables. However, as they
admit (p.17), to use this methodology they needrpose the assumption that business environment
constraints cause country performance and notttier vay round. When they do explore questions of
endogeneity they use standard instrumental vartableniques, as we discuss below.



between and within country analysis helps to pin down the shortcomingsni@ s
existing studies that use the same kind of data.

3. A Lagrangian approach to identifying ‘business evironment’
constraints

“Other aid community jargon (like ‘good investmagiimate’) simply lacks any meaning that
economic science can discover. You might as vesil'the investment climate will be stormy in
the morning, gradually clearing by afternoon witltsered expropriations™

William Easterly, ‘The Cartel of Good Intentionsu®aucracy versus markets in foreign aid’,
Center for Global Development Working Paper NuntheMarch 2002 (revised April 2002), p.
31

In this section we set out a simple framework for thinking abletrelationship
between reported constraints and the characteristics of firmsaifihas both to
suggest that terms like the business environment and the investimeate atan be
given a more precise sense than Easterly says is possiblalsantd reinforce his
scepticism about the value of imprecise formulations of these same ideas.

We start with a simple 1-period model of a profit-maximizing which uses labour
and a public good (call it infrastructure) to produce output. Capitabtisexplicitly
represented in the model but enters in effect via a cash-in-acanstraint on the
payment of labour. The supply of the public good is likewise constrainedshall
see below that the cash-constraint is interpreted as one thaamgabetween firms in
the same economy, while the infrastructure constraint is the fara# firms in the
same economy (though its cost to the firm will typically vary acrossfirm

- There are two inputs: labour, denotedLhyand infrastructure, denoted By

- There is one outpuy,

- There is a taty on output, which can be interpreted either as formal taxes or as
corruption, transport costs and so on.

- There is a tax_ on labour, which can be interpreted either as a formal payxoll ta
or as labour regulation.

- The supply of the public good is constrained to be no more thanamcamount
(though it may not bind for all firms, and it will not be equally todor all
firms).

The production function is Cobb-Douglas:
Y=F(L2)=AlZ",

which impliesg—z =F =gAL"'Z"" (1)

oY _
and—=F, = (a ALYZ™“ .
oy =F = Fa A

The profit function is therefore:

m=(p-t,)Y-(w+t) L-cZ )



The cash-in-advance constraint requires the waljendii to exceed beginning-of-
period money balances (it is assumed that infretstra is paid for out of realized
revenues):

M =(w+t )L M. 3)
The infrastructure supply constraint says that
Z<Z. 4)

The firm’s profit-maximisation problem thereforesids the following Lagrangian:
MaxV =(p-t) Y=(wt f) 1= czA( M-(w ) dep(Z 2 5)

In the case where both constraints bind, the opétivalues of labour and
infrastructure are directly determined by the casid infrastructure constraints
respectively’. This allows us to write maximized profits as adtion of exogenous
variables:

*

7 =(p-t)F(L,Z)-(w+t) L-cZ

M Yoo — = ()
:(p—tY)A{ M ] Z' -M-cz

w+t

We can therefore write the costs of the cash afrdsimucture supply constraints in
terms of the derivatives of the profit function:

o (p-t,)(z H_

A= oM aA(W+tL)” (M] ! (7)
_om _ (p-t) (M) _

y_—az =(1 a)A—(w+tL)” {—Zj C. (8)

Some simple comparative static results follow frituns:

6)l>0 04 <O,£>O,

A~ oM oz
OH o OH (g OH g OH g

(9)
0A 9z oM ac

2 This implies that each firm is at a corner solutimd would not change its input choices evendifeh
were a small change in its input prices, so stahdamparative static analysis with respect to such
prices would not apply. What interests us in thapgr, however, is comparative static analysis with
respect to the costs of the constraints, which mesngossible and indeed highly interesting.
Furthermore, the fact that each firm is at a corseution poses no problems for the empirical
estimation since each firm is at its own individeatner — the costs of the constraints typicaldyyv
both between countries and between firms withinsdn@e country, giving us the necessary variation in
the regressors to make econometric analysis pessibl

10



The cost of each constraint is increasing in tloelpetivity parametef, decreasing in
the level of constraint itself, and increasing e tother constraint (a tighter cash
constraint reduces the cost of the infrastructunaestaint, and conversely). In
addition the cost of the infrastructure constraisitdecreasing in the price of
infrastructure — infrastructure shortages are peedeas a greater constraint when the
price of infrastructure is low. For any given lewdlinfrastructure supply, countries
that underprice their infrastructure stimulate dechéhat increases overall shortages
(a particular problem in some countries where siftecture pricing responds to
political pressure from powerful lobby groups).

We can also write the derivatives of the profitdtion with respect to the taxes on
output and labour for comparison:

ai:_p( M ]Z“’<o (10)
at, w+t,

o _GalPh) ez g a1
ot, (W+tL)

from which it follows that the cost of the outpurtdalabour taxes in terms of forgone
profits is less when the cash and infrastructumestaints bind more tightly, and is
greater for more productive firms.

We can now use these comparative static resultsalce predictions about how we
would expect to see the reported values of thetmints differ across firms and
across countries.

First of all, we note that the level of the constraZ will be the same for all firms in
the same country (that is what we mean by callirg public good). This does not
mean that theostof the constraint will be the same for all firn@n the contrary, the
cost will be perceived as greater by those firnag, tfor other reasons, would wish to
use higher amounts of the infrastructure input +ally those that are more

productive (highe®®) and less cash-constrained (highley. This is why we should
expect to see a somewhat positive association batfen performance and the cost
of the infrastructure constraint within each countin contrast to the negative
association we should expect to see across cosirftvieich reflects variation in the
level of the constraint itself).

Note, however, that the negative association webséeeen firm performance and
the cost of the constraint across countries witlprovide an accurate measure of the
extent to which relaxing the constraint would impFgerformance except in the very
special circumstances where variation in the lefeéhe constraint is solely causally
responsible for the performance improvement itdélfwo countries are otherwise
identical except that one has a different levesa@he constraint, the performance in
the two will differ to a degree that precisely eefls the cost of the constraint. If all
other differences between the two countries cartdrgrolled for, the variation in
performance statistically associated with the \emmin the constraint will remain an
accurate measure of the cost of the constraint.ifBagrformance varies for reasons
that are not fully controlled for, or if (as seelkgly in many circumstances) factors

11



that improve a country’s overall performance aksadl it to increase the supply of
some public good, thereby relaxing the constrathe cross-country statistical
association will give an upward-biased (in absoltakie) estimate of the cost of the
constraint. We consider this in more detail in tielato the interpretation of cross-
country patterns of telecom constraints below.

As in the case of public good constraints, we agstirat output and labour taxes, the
price of output and the price of infrastructure #me same for all firms in each
country, though they may vary across countriesthBoextent that output taxes can be
interpreted more generally as “corruption”, theicidence could vary across firms,
with better-connected firms suffering less from raption (e.g., Hellman and
Schankerman, 2000). Once again, the cost of thpubwnd labour taxes will be
greater for more productive and less cash-congtainms, so there will be a positive
within-country relationship between firm performarend the perceived cost of these
taxes, while across countries lower taxes will bsoaiated with better performance
(higher output and profits).

Secondly, we expect the level of the cash-congtidio vary across firms within the
same economy. More importantly, it will probably k®rrelated with other
parameters that vary between firms, such as prolyctwith more productive firms
being less cash-constrained. This has an ambigefferst on the reported cost of the

constraint since we have seen thas increasing irA but decreasing iM which is

itself likely to be increasing iA. Given that production takes place over tirvewill
probably be associated with past levels of proftsthat the causality between the
cash constraint and profits will run in both direns.

Across countries the average leveldfcan be expected to increase with productivity
and profits (more developed countries are ableh&noel larger flow of resources
through their financial systems). Furthermore, tiwre effective the financial system
the stronger we should expect the within-countgoamtion betweeA and M to be,
offsetting more strongly the positive impactAbn A. This means there should be a
cross-country relationship between the strengththef within-country association
betweenA and A, with a more negative association the more deeeldpe financial
system.

To summarize, between-country variation in the reggbcost of any constraint will
reflect changes in country parameters as well ashe average levels of firm
parameters in that country, while within-countryigion will reflect only changes in
the firm parameters, holding the country parameterstant. However, even though
the level of the infrastructure constraint does venty within countries, its cost will
vary with the values of the firm parameters.

We have therefore the following predictions:
Between country:

The cost of both the infrastructure and financestamts is decreasing in country-
average firm productivity and performance.
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Within country:

The cost of the infrastructure constraint is insheg@ in firm productivity and

performance. The cost of the finance constraintansbiguous but likely to be
decreasing overall in firm productivity and perfamce. Furthermore, this relation
should be more negative the more developed thadiabsystem.

These predictions are consistent with the relakignss presented in the charts in
Section 2. They also help to make sense of som#meoffindings in the existing
literature that have appeared puzzfing.

4. Data on reported constraints: descriptive findigs

We begin with an account of what the data revealiakthe importance of different
reported constraints. We look at the results in tways. First, we look at the
constraints that are reported esatively important for the countries concerned
(relative, that is, to the other constraints fattbountry). Unlike objective indicators
of constraints such as the length of time spenh vgovernment officials, the
subjective score for the significance of constsaienables them to be ranked.
Specifically, for each constraint we examine forichhcountries that constraint ranks
as relatively important; the results are shownigufe 3a. The constraints are ordered
from right to left according to the total numberamiuntries (out of 62), for which that
particular constraint was rated as of above aveiragertance. Secondly, we look at
the constraints that are reported as absolutelyitapt, in the sense that they score
above 2.2 (which is the average score across afitnts for all countries). Scoring
above 2.2 is in some sense a signal that the eimisis absolutely costly for firms in
the country concerned. The results are shown iar€igb.

Neither of these two measures is intrinsically thght” one; they report different
things. In principle the absolute score of a caistris the correct measure of the
value of the Lagrangian for that economy, and antguvhose scores are higher on
average than those of another is a country faciogenconstraints overall on the
supply of public goods. In practice, though, thiatree scores may be of interest as
well, for two reasons. One is that we cannot rulé the possibility of systematic
variations between countries in the tendency toptam; using relative scores is like
estimating a fixed effects regression to controldioch effects (at the cost, of course,
of being unable to explain systematic differencesvieen countries that are not just
differences in reporting). The second reason fandenterested in relative scores is
that countries are the right focus for policy-makisince far more of the effort in
policy-making is directed to deciding between alédive uses of resources within
countries than in deciding between alternative usagsources across countries. In
measuring the relative importance of a constram@ve capturing where the priorities
of policy-makers in that country should be directeden if there are variations
between countries that the measure does not capture

% For example, in earlier work we too were perpleligdesults showing that higher quality of physical
infrastructure worsened firm performance (preseatetie ASSA meetings in San Diego in 2004).
Another example is the finding in a survey of Cmérms (Hallward-Driemeier et al., 2005) that the
time spent dealing with regulatory agencies hagsitige sign in a sales growth equation estimated
using firm-level data.
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The constraints fall into three groups: those #pgiear very infrequently as of above
average importance (Telecommunications, Land Acardslransport); those that are
important in between one-fifth and one-third of soies (from Licensing to Skills in
Figure 3a) and a final group comprising the comstsathat appear to be of above
average importance in more than 70% of countriesn(fCorruption to Tax Rates).

Countries are classified into eight groups: Afr{eath 10 countries), South Asia (5),
East Asia (7), which includes China and Vietnamd dratin America and the
Caribbean (7). In addition there is an OECD Eurapg@up (6) and three groups of
transition economies from the former Soviet bloen€al and Eastern Europe
including the Baltic states (8), South Eastern Bar(8), and the CIS (1%)Since the
surveys for about half the countries only includenofacturing firms, the data in
Figure 3 is for the responses from manufacturingdionly.

Figure 3a. The relative importance of constraints by country group
Each bar shows the number of countries in eachtopgroup for which the
constraint is ranked more important than the awecagstraint for that country.
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* In the descriptive data, 55 countries are inclufiedvhich there is data on all 17 dimensions @f th
business environment. So as not to proliferatentimaber of groups, Oman is included in South Asia
and Turkey in the OECD European group. These grarpsonly used for the descriptive data
presented in Figure 3.
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Figure 3b. The absolute importance of constraints by country group

Each bar shows the number of countries in eachtopgroup for which the
constraint is ranked higher than 2.2 (the averagesa all constraints and all
countries).
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A number of points emerge from these data:

Physical infrastructure rarely rates highly as ast@int. Land access appears
only in three African countries, Eritrea, Ethiopgmd Mali; transport in a
handful of poor or war-torn economies (including ISsxnka and Kosovo) and
also in Ireland. Telecommunications does not appeal, suggesting that the
presence of privately provided mobile telephony hasch diminished the
public good aspect of this traditional componentndfastructure. Electricity
stands out as the key physical infrastructure gmbthat constrains firms —
rated as of above average importance in a thitthe@ftountries (including all
countries in Africa (apart from South Africa) and South Asia (except
Oman)). The only transition countries where elettiyriis cited as problematic
are Kosovo and Albania, where it is the top-ranéeaistraint.

Problems with licensing and customs affect rel&iveew countries in
aggregate (less than one third) but are especjagvalent in the CIS
countries.

Crime and/or corruption show up as important cemsts in all groups of
countries except the OECD: crime in only one-quadé countries and
corruption in 70%. In Central and Latin Americayié exclude Chile, then in
5 of the other 6 countries, crime is ranked aboxerage as a constraint, and
corruption in all six. For four of those countriesime or corruption is the top-
ranked constraint. The only other countries whereuption is top-ranked are
Cambodia, India and Kenya.

There are seven dimensions of the business enveoithat are ranked as of
greater than average importance in all country ggouanti-competitive
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practices, tax rates and tax administration, acttessd cost of finance, and
policy uncertainty and macroeconomic stabilitfPerhaps not surprisingly,
complaints about the burden of the tax rate atealily universal. It is striking
that in the CIS, tax administration is scored asarmoblematic than the tax
rate in almost half of the countries, including Ras|t is also rated as more
problematic than corruption in all CIS countriexept Georgia. It is in the
CEB and OECD countries that the tax rate most afteaws up as the highest
ranked constraint — it is reassuring to see thatxaeption is Estonia where
the tax rate attracts a relatively low score ancnehskills and then labour
regulation are ranked as the most important cansstdn South East Europe,
policy uncertainty is the most common top-rankingstraint; in East Asia, it
is macroeconomic policy and in Africa, it is the stoof finance.
Unsurprisingly, South Africa’s profile is quite tBfent from the rest of
Africa: the constraints ranked most highly there Ebour regulation, skill
shortages, macroeconomic stability and crime.

* There are few if any important differences betwtdenranking of constraints
by relative importance (in Figure 3a) and theitkiag by absolute importance
(in Figure 3b). The differences that do exist conceonstraints that affect
countries at one end or the other of the spectriiprasperity. For instance,
while telecoms constraints rank as absolutely ingmrin 4 countries out of
55, these are countries with many other problematinstraints, so that
telecomsneverrank as relatively important. Labour regulatiory, ¢contrast,
ranks as relatively important for more countrieanthreport it as absolutely
important; this reflects the fact that labour regian is reported as important
only in comparatively rich countries whose othemsteaints score low.

How surprising are these results? From the pensgeof transition economies, the
general absence of concern with physical infratirecaccords with other results.
More surprising is the specific concern with taxmamistration that emerges in the
CIS countries and the concentration of licensing anstoms problems in those
countries. The broad similarity in the pattern omplaints between CEB and OECD
countries is reassuring, with complaints about leb@gulation and skill shortages
much less in evidence in other country groups.

Moving outside the European and Central Asian ttiamseconomies, a first point of
comparison is with the work of David Dollar and labbrators (Dollar et al. 2005) in
a study using the ‘investment climate’ surveys four low income countries
(Bangladesh, China, Ethiopia and Pakistan). Thieaasituse “objective” measures of
the business environment collected in surveys amid the ones we use in this paper,
restrict their attention to firms in the garmendlustry and use city averages as their
measure of the quality of the business environmé&hey estimate a production
function, which they augment by including five messs environment measures. They
conclude that the most significant bottleneck is tlelay in getting a phone line,
followed by customs delays and power outages. Timmber of inspections by

®The outliers here are Asia (South and East), whecess to finance is a problem in fewer countries
than are most other constraints; in Central andnL&merica where tax administration is less

problematic than many other constraints; and inQED where policy uncertainty is less frequently

problematic than are other constraints. Firms intBcAsian countries do not rate anti-competitive

practices as problematic and nor is it reported asjor problem in African countries.
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government officials and the availability of an oc@&ft do not appear to be as
important. The significance they report for delaysgetting phone connections is
quite at odds with the average subjective assedsmémanagers as to the problems
posed by the telecommunications infrastructureundata. All four country surveys
are in our dataset, and telecommunications is nexesrded as of above average
importance (nor is it in any other country in tteaset, as we noted above). What are
we to make of this discrepancy?

Fortunately our data allow a convincing answer His fquestion. As we report in
Section 5 below, the severity of telecoms consfsaienters with a large and
significant negative coefficient in our between wwy production function
regressions, exactly consistently with the resoftDollar et al. However, as we
discussed above, this negative coefficient is nojusdification for interpreting
telecoms constraints as being causally respon&blpoor growth performance. On
the contrary, the negative regression coefficisnalmost certainly due to reverse
causality — namely, to the fact that countriesdities, in the Dollar et al. analysis)
that are prosperous for a variety of other readonswhich it is not realistically
possible to control econometrically also happerhawe higher levels of telecom
services. The reverse causality problem is a stdnol@e and is unrelated to whether
subjective or objective data are used as proxiethéoconstraint. The true measure of
their importance for growth is the absolute leviethe reported constraint, which is
1.74 in Pakistan, 1.91 in China, 2.43 in Bangladesid 2.36 in Ethiopia —
unimportant in absolute terms in Pakistan and Chimd somewhat important in the
other two countries. The relative levels show, haavethat it is never a priority for
any of these countries compared to their otherip@gadod constraints. This is in our
view a persuasive example of the richness of inég¢agion that subjective data of this
kind make possible, and which warns us of the oauive need to exercise before
interpreting regression results from more convewialata as corroborating causal
hypotheses.

A second point of comparison is with the work ofyAgari, Demirguc¢-Kunt and
Maksimovic, 2006, who report on the basis of regjmsanalysis that only constraints
related to finance, crime, and political instajgfliare important for firm performance.
Other constraints such as taxes and regulationfoarel to be unimportant, and our
framework can help to explain why and to cautioaiasft the policy implications they
draw. Our findings show that tax rates and tax adstration, for instance, are
reported as both relatively and absolutely impdrtanfirms across the entire sample
of countries. In our interpretation that makes ety probable that they are indeed
important, in the sense that policies to reduceates while holding other aspects of
public good provision constant (for instance by iaying administrative efficiency)
would improve firm performance. However, constraititat score highly in both rich
and poor countries are likely to show up with loslues of regression coefficients (as
indeed we shall see below), however important @eyin fact, because regression
analysis picks uglifferencesin scores reported by high and low-performanaadir
This does not mean, as one might initially suppabat tax constraints are
unimportant, on the grounds that “if rich countras maintain tax rates that means
they can hardly matter much for economic perfornrean8uch an inference would be

® The authors appear to misreport the question aiskiie surveys, which refers to ‘economic policy
uncertainty’ or ‘regulatory policy uncertainty’ boot to ‘political instability’.
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warranted only if tax rates were exogenous. Buasfseems overwhelmingly likely,
countries that perform well demand higher levelpuablic good provision and have
to maintain high tax rates to finance these, tleenrates will not show up in the
regressions however important they really are.

A third interesting comparison is between our datel Hausmann, Rodrik and
Velasco’s growth diagnostics. They look at threérL.aAmerican countries, Brazil, El

Salvador and the Dominican Republic. The first tar®@ in our data set. Their
diagnosis of the binding constraint for Brazil cessive macroeconomic risk and
inadequate domestic savings. According to the rankf complaints by managers of
manufacturing firms in our data set, the biggestbf@ms in Brazil are policy

uncertainty and macroeconomic policy, tax ratestaedcost of finance. All of these
are consistent with high macroeconomic risk andhiigé cost of finance alluded to
by Hausmann et al. By contrast, Hausmann et al. EihSalvador to be a puzzling
case and suggest that its weak performance istbaetoncile with good institutions,

good infrastructure and the absence of macro imbak They conclude that El
Salvador’s problem is the lack of appropriate iratan.

The subjective ratings of managers in manufactuahdirst appear to present a
different picture: they complain most about crinagti-competitive practices and
corruption. However, this must be interpreted i ¢bntext of a lower overall level of
reported constraints. As Figure 4a reveals, in $eofrthe average complaint score, El
Salvador does not look particularly poor acrossdimeensions of crime, corruption
and anti-competitive behaviour in the Latin Amenceontext and especially as
compared with Brazil. For example, complaints aboatruption are lower than
elsewhere in the region. But in terms of the ptiesi for policymakers in El Salvador
they nevertheless rank high, in part of course iszaf the relative success that such
policymakers have had with other economic varialleis clear from the right hand
panel that macroeconomic conditions as well agdates and the cost of finance are
viewed as less problematic in El Salvador tharh& dther countries. Both of these
are consistent with the Hausmann et al. story.

However, Figure 4b highlights the difference in tektive importance of the two sets
of constraints: ‘institutions’ and ‘macro/ finanginacross the two countries. This
suggests that there may be additional informatiorthe subjective rankings by
managers, who in El Salvador identify crime, cotimp and anti-competitive
practices and in Brazil identify the macro/finargiproblems as the biggest barriers to
the operation and growth of their business. Suébrimation is not available in the
cross-country bench-marking indices used by Hausmemnal. to determine the
quality of institutions in El Salvador, since thebave difficulty in identifying
priorities for countries that have low average tasts.
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Figure 4a. Average country scores by constraint (absolute measure)
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Figure 4b. Country scores by constraint relative to the average country score
across constraints (relative measure)
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5. Econometric modelling

From the model in Section 3, we move to a regresfiamework, in which first
output and then the reported constraints will leedépendent variabléshe purpose,
however, is not to estimate either the productiamcfion or equations (7) and (8).
None of these three equations can be estimatedtlglirence they all contain as
arguments the levels of the constraints that atedimectly observed in the data, and
that cannot be recovered implicitly from the datecept under a hypothesis of
exogeneity that we have argued to be highly impldeisRather, what we do here is
to use the comparative static properties of theghwdthe inequalities (9) to predict
what we are likely to observe when, as is generdibpe in the literature, a
misspecified version is estimated (using data encthsts of the constraints) that does
not take into account the endogeneity of the cairgtrvariables both within and
between countries.

The first step is to look for evidence that thehwitand between country coefficients
on the measure of the constraint in the estimatbran augmented production

function differ in the ways predicted. We use filevel data and panel estimation,
where the countries provide the panel element. €yution is estimated for each of
the constraints. The production function is Cobbuflas and the regressors are
capital and labour inputs (in logs), a set of colstrand the manager’s evaluation of
the constraint.

We begin this section by demonstrating how the nsvecausality problem is
manifested using the example of a production famcdugmented to include business
environment constraints. The reverse causality Iprolcan be neatly demonstrated
empirically using our cross country firm-level dsghas follows. Consider a simple
panel formulation of a Cobb-Douglas production timcfor firmi in countryj:

log¥; =5, + B logl + 4 logK +0G + X T+ p+e, (12)

whereu; is the unobserved country-specific productivitieef, g; is the firm-specific
error term,C; is an assessment of a business environment ciomseported by the
firm, andX is a vector of firm-level characteristics that htitpe expected to influence
firm productivity. The reverse causality problemthst C; is highly endogenous —
what the firm reports as a major constraint is \sly to be correlated with the error
term g;, the unobserved idiosyncratic component of prauitgt This will be true
even if (12) is estimated using the within (fixefeets) estimator, so that the country
specific component; is differenced out. Although the true value &fin the
production function model should be negative, aenorse business environment as a
proxy for higher constraints reduces productivitys will be offset or more than
offset by the causality running in the other ditaat i.e., better performing firms are
more likely to be constrained. The sign of thereated coefficient will indicate
which direction is dominant. As discussed in Seti@ and 3, the exception to the
prediction that reverse causality may counteraetithe effect is the case of financial
constraints. Since better performing firms genenaternal profits they may report
that they are less constrained than poorly perfognfirms, whose managers may

" The findings in this section extend those repome@oldberg et al. (2005). For more policy-oriht
applications of some of the ideas in this papes, E8RD (2005) and World Bank (2004).
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want to blame their problems on “not enough monéy'this case, reverse causality
biases the coefficied making it more negative than the true value.

If (12) is estimated using the between or countgrages estimator, the results
should be different. Since there are many firms ioountry, the correlation of the

country mean of the reported business environmenstcaint C_:j with the country

error termu; +€ will be approximately equal to the correlationtwihe pure country

effecty;. The estimate aof will be an estimate based on the average repbusithess
environment constraint for different countries erass-country estimation framework
that is also common in this literature. A compamiss the sign and significance of
estimates of for various business constraints in the within aodintry-averages
regressions can therefore show the presence ofetferse causality problem and
indicate which channel dominates. We note here tthiat is essentially the same
argument that Mairesse (1990) employs in the cdntéxproduction function
estimation using time-series/cross-section datéros: if factor inputs are correlated
with the time-varying errog;, the within estimator will be biased, but the begw
estimator “will be much less affected by these eations, since ...q]] is averaged
in the between regression and is practically wipetfor large enough”, whereT is
the number of time series observations (p. 86)e ditgument is strengthened in our
application because the number of firms in a cqusiirvey is very large compared to
the typicalT in a time-series/cross-section panel.

To summarize, if the fixed effects estimatesa$ perversely positive, this is because
of the dominant bias involving; (high productivity firms are more constrained). If
the between estimator is negative this is partbabee of the genuine negative impact
of business environment constraints and partly iseaf the standard problem of
bias because the country-average reported cortstia@i@ correlated with other things
that also reduce country-average productivity. €heill, in addition, be some
attenuation bias (toward zero) as a result of nreasent error. This examination of
the impact of bias emphasizes that a finding obsitive sign on the fixed effects
estimate ob is a signal that reverse causality from firm perfance to the evaluation
of the constraint is dominant.

In a second exercise, we use the manager’s assgsshtbe cost of the constraint as
the dependent variable and ask how this varies firthh characteristics, including
firm performance (this is the “within country” exese). The extent to which weak
quality or weak supply of the public good impedes fperformance depends on (a)
the existence of substitutes for the public goddy), the extent of the firm’'s own
resources and (c) the presence of good projects. ekistence of substitutes is a
characteristic of the public good in question rati@an of the firm itself. Firm-level
substitutes are available for some elements of phgsical and institutional
infrastructure. For example, a firm can install aiwn generator if the grid supply
fails; employ its own security staff if the politail to protect its property; or retreat
into the informal sector if taxes are too onerolige firm cannot provide its own
substitute for other elements of the institutionafrastructure such as the
macroeconomic environment and customs regulatitve. 8xtent of the firm’s own
resources will depend on its characteristics sughviaether it is foreign-owned as
well as on past performance so foreign-owned fiwosld be expected to report less
binding constraints for those constraints wheressutes are available. In countries
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where state-owned firms had or have privileged ssde the suppliers of public
goods, they may have better connections or capussibilities, which allow them to
substitute more easily in the case of some regulatiSimilarly small and medium-
sized firms (SMEs) would be expected to have lesess to these resources.

We therefore regress each of our “cost of condtraimeasures on controls for
potential good projects (manager education), adoessnstraint-reducing resources /
technologies (i.e., foreign owner, state owner, $Me discussion in the paragraph
above gives us a prediction of the signs on thes&ras: higher access to resources
to mitigate constraints should reduce their seyesit we predict a negative sign. We
also include a measure of performance: if we oleseryositive coefficient, then
although this may capture aspects of resource®futiure prospects, a positive sign
nevertheless indicates that “better” firms are numnestrained.

Bertrand and Mullainathan (2001) claim that ecorsighiscepticism about the use of
subjective survey response data is justified byoasitleration of the problem of
measurement error. Indeed, they claim “subjectisgables cannot reasonably be
used as dependent variables given that the measaotesror likely correlates in a
very causal way with the explanatory variables7(). The example they give is
where the subjective variable is “attitude towapddference for money”. They claim
that using an income measure as an explanatorgblarwill be severely biased by
the effect of wealth on the attitude reporting preference for money. On the other
hand, they argue that if the measurement erromelsenough, subjective measures
may be helpful in predicting outcomes. In our cahteve have explicitly modelled
the problem of reverse causality, which affectsititerpretation of the coefficient on
the subjective constraint variable as a regressting within regressions. In contrast
to the examples of Bertrand and Mullainathan, theblem of interpreting the
findings as causal when the subjective data arel aseregressors is especially
worrying in our context. Our Lagrangian modellingarhework provides an
explanation for this and a rationale for using tbastraint variable as the dependent
variable.

RESULTS

We estimated (12) using the within and betweenmegtr on a sample of 20,326
manufacturing firms from 96 surveys in 59 countrf@able 1). Standard errors are
robust to within-country correlation. The dependeatiable was sales in constant
prices (value added was unavailable for much ofsdmmple; see the Appendix for
details). The simple production function estimatwithout business environment
constraint variables generated credible resulboth specifications. It is reassuring to
note that the capital and labour elasticities deaigible, though these are not the
coefficients that interest us in this papefhe other covariates were ownership
(privatised is the omitted category) and locatiot surprisingly given their limited
cross-country variation, the firm-level covariateere more significant in the within
estimation, and in the expected directions.

® The differences in the estimated capital and lalabasticities in the within vs. between estimasion
may be attributed in part to different correlatioof the error terms —g; in the former andy;
(approximately) in the latter — with factors of guxtion. See Mairesse (1990).
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Table 1. Panel estimation of a simple production function: within coumy vs.

between country estimates

Within Between
Log K 0.370** (.019) 0.702**  (.056)
Log L 0.703** (.027) 0.575** (.121)
Foreign owned 0.412* (.086) 0.600 (.379)
State -0.357** (.103) -0.740  (.844)
New private 0.050 (.038) 0.604 (.393)
Big city 0.096* (.041) -0.276  (.295)
R-sq 0.7155 0.7826
N (firms) 20,326
N (surveys) 96
N (countries) 59

Note: ** significant at 1%; * significant at 5%.

Standard errors (in parentheses) robust to hetedaskicity and clustering on countries. The omitted
category is privatised firms. Private firms withcatstate-owned predecessor are classified as new
private. Table A3 in the Appendix shows the disttibn of firm ownership types across countries.

The estimates of country-level productivity (cogntdummies in the within
estimation; residuals in the between estimatiomewsoss-checked with per capita
GDP, and are shown in Figure 5; there is a vemngtipositive correlation for the
country dummies and a weaker but still clearly pesicorrelation for the residuals
from the between estimation.

® The TFP residuals shown in Figure 5 are from tithimand between estimation of a Cobb-Douglas
production; no explanatory variables appear othan tapital and labour.

23



Figure 5a: Scatterplot showing correlation between GDP per capita and catry-
level TFP based on the dummies in a within regression
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Figure 5b: Scatterplot showing correlation between GDP per capita andoantry-
level TFP based on the residuals in a between regression
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When the business environment constraints are addeth in a separate regression,
the results are as summarized in Table 2. Thep@adly in line with expectations.
The within country estimates are either insignificar perversely positive, and the
between estimates from the estimations using cpuatrerages are frequently
negative and are significant for constraints ratatio physical infrastructure, as we
noted above in relation to the results of Dollaalef2005). The key exception, also
as expected, is for financial constraints, whickigmificantly negative in both within-
country estimations.

Table 2. Business constraints and productivity: within vs. between counyt
estimates

Constraint Within Between
Telecoms 0.011 -0.445**
Electricity 0.005 -0.298**
Transport 0.028 -0.284
Land access 0.014 -0.412**
Tax rates 0.001 0.049
Tax administration 0.002 -0.102
Customs regulations 0.055** -0.275
Licences 0.021 -0.210
Labour regulation 0.011 0.025
Access to finance -0.038** -0.053
Cost of finance -0.030 -0.100
Policy uncertainty 0.015 0.006
Macroeconomic stability 0.019 -0.081
Corruption -0.002 -0.131
Crime -0.016 -0.063
Skills -0.011 -0.306
Anticompetitive practices 0.010 0.057
Legal system 0.026** -0.018
Mafia -0.014 -0.401
Contract -0.014 -0.064
Land title -0.008 -0.456

Note. ** significant at 1%; * significant at 5%; significant at 10%.

The table reports the coefficients on the constraamiable in the production function equation. Eac
row represents a separate regression of the foomrsin Table 1 with a business constraint variasle
an additional repressor.

Standard errors robust to heteroskedasticity amstaling on countries.

The average number of firms in each regressiomaaial7,000 drawn from 57-8 countries and 92-3
surveys, with the exception of the final four coastts where there are 10,000 firms from 48 coaatri
for legal system and 3,100-3,800 firms from 29-8drdries in the remainder.

We now turn to estimates of the business conssraiegression itself in order to
assess how the characteristics of firms (and gpaltyf proxies for the productivity

coefficient on the production function) are relatel managers’ assessment of
constraints. Our prediction from Section 3 was tthet cost of the infrastructure
constraint is increasing in firm productivity andrfprmance, while the cost of the
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finance constraint is ambiguous but likely to becrdasing overall in firm
productivity and performance.

As an illustration, in Table 3, we show the coeéids on all the variables for two
business environment constraints where there g contrast between the results:
the customs regulations variable and the acce$mdace variable. The dependent
variable is the manager’s assessment of the sgwdrihe constraint as an obstacle to
the operation and growth of the business. In thet &quation, we can see that firms
with higher relative efficiency (as measured by wWithin regression TFP residd3
voice the most complaints about the burden impdsedustoms regulations. More
highly educated managers (who are likely to be @ated with higher firm quality)
are also more likely to view such regulations agagsing a constraint on the operation
and expansion of their business. We also see erpatpeated for other public goods
constraints, where foreign owned firms believe thelwves to be more highly
constrained and state owned firms less highly cams&td than the control group of
domestically owned private firms.

By contrast, it is less efficient firms who complanost about access to finance. This
is consistent with the results from the comparisbrihe within and between TFP
regressions and indicates that the approach ofjubi constraints measure as the
dependent variable provides a method of identifyivgcharacteristics of firms likely
to be most affected by the relaxation of a paréicgbnstraint. There is no significant
relation between managerial education and repadedtraints on access to finance.

To check that the results are not dependent porelyur choice of efficiency measure
(which is itself a variable generated by our owadurction function regressions) we
compare the results in Table 3a for TFP with raesiltTable 3b for an alternative

measure of efficiency, namely firms’ own reportedhnological level relative to its

main competitors on a 3-unit scale (1 = below, 2bout the same, 3 = above).
Though there are many fewer observations usindatter measure, the results are
gualitatively unchanged.

19 More precisely, it is the residual from a Cobb-Dlms production estimated using a within
regression; no explanatory variables appear ottzar ¢apital, labour and country fixed effects.
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Table 3a. Firm efficiency (measured by TFP) and other characteristics
determining perceived constraints

Customs Regulations Access to Finance
TFP 0.059** 0.061** -0.051** -0.049**
Manager education 0.086** 0.020
Foreign owned 0.273** 0.267** -0.270** -0.331**
State -0.217* -0.211* -0.090 -0.077
SME -0.255** -0.288** 0.107** 0.110**
Big city 0.087* 0.122** 0.066 0.088
N (firms) 12,450 16,421 12,736 16,865
N (surveys) 58 93 58 93
N (countries) 50 58 50 58

Table 3b. Firm efficiency (measured by self-reported technological lejeand
other characteristics determining perceived constraints

Customs Regulations Access to Finance
Tech level 0.071* 0.078** -0.098** -0.097**
Manager education 0.099** 0.013
Foreign owned 0.266** 0.319** -0.334** -0.326**
State owned -0.340** -0.302** -0.082 -0.079
SME -0.266** -0.336** 0.140* 0.140**
Big city 0.062 0.094 -0.028 -0.029
N (firms) 7,131 7,178 7,659 7,707
N (surveys) 46 46 46 46
N (countries) 41 41 41 41

Note: ** significant at 1%; * significant at 5% significant at 10%. The omitted category is
domestically owned private firms. The dependeniabée is the manager’'s assessment of the severity
of the constraint as an obstacle to the operatimhgrowth of the business. Tech level is the firm’s
own reported technological level relative to itsimmaompetitors on a 3-unit scale (1 = below, 2 =
about the same, 3 = above). SME is a dummy forlsandl median sized enterprises. For definitions of
the variables, see the data appendix.

Table 4 presents a summary of the results for dasimess environment indicator.
The coefficients on firm and manager quality, whigre level of TFP is used as the
measure of firm quality are shown in the first tamumns. In the third column, we
show the firm characteristics (other than those dector and location) that are
significant in the regression for the constrairdwsh.

The first column shows that controlling for othemt characteristics, firms with
higher efficiency are more constrained by custoemgilations and the legal system
and less efficient ones by access to finance. Maykly educated managers appear
more sensitive to a broad range of constraintscokspared with domestically owned
private firms, those with a foreign owner appearengensitive to some constraints
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including aspects of physical infrastructure andsexies of administrative and
regulatory institutions. As we would expect, theynplain less about access to or the
cost of finance. State owned firms rate many cands as less of an impediment than
other firm types, which suggests that improvemamthie business environment will
benefit private firms more. Specifically, privatenis would be expected to be the
greater beneficiaries from a reduction in policycenmainty and in macroeconomic
instability as well as in corruption and crime d@naim an improvement in the legal
system.

As we have argued in this paper, interpreting theffeients in the access to finance
regression is less straightforward. We find thantaaling for efficiency, SMEs
complain more about access to finance — a findiad) is consistent with many other
studies. However, we would caution against dravilmg conclusion that access to
finance would raise the growth of these firms ahdutd therefore be eased. As we
have emphasized in the paper, finance is diffeiram the other constraints; bigger
complaints by SMEs could reflect a financial systémt is poorly equipped for
evaluating the projects of small firms, or the &ige of a well-functioning financial
system that requires collateral and a track rebefdre lending.
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Table 4. Summary of coefficients in separate regressions for each constitain
constraint type as the dependent variable

Constraint TFR Manager| Foreign| State | SME Big N N N
education| owned | owned| dummy| city | firms | surveys| countries
dummy
Infrastructure 0 + + 0 - 0 12,990, 58 50
Finance - 0 - 0 + 0 12,644 58 50
Regulation 0 + + - - + 11,506] 57 49
Telecoms 0 + + 0 0 0 13,041 58 50
Electricity 0 + 0 - 0 0 13,101 58 50
Transport 0 + + 0 - 0 13,062 58 50
Land access 0 0 0 0 0 0 12,626 58 50
Tax rates 0 0 0 0 0 + 12,962 57 49
Tax 0 + + 0 0 + 12,923 57 49
administration
Customs + + + - - + 12,450 58 50
regulations
Licences 0 + + - 0 0 12,705 57 49
Labour 0 + + 0 - + 12,730 57 49
regulation
Access to - 0 - 0 + 0 12,736 58 50
finance
Cost of finance 0 0 - 0 0 0 12,736 58 50
Policy 0 + 0 - - 0 12,784 58 50
uncertainty
Macroeconomig O + 0 - - 0 12,971 58 50
stability
Corruption 0 0 0 - 0 + 12,938 58 50
Crime 0 0 0 - 0 + 12,463 57 49
Labour skills 0 + 0 0 - + 13,039 58 50
Anticompetitive| 0 + - 0 0 0 12,437 57 49
practices
Legal system + + 0 - 0 0 6,952 48 41
Mafia 0 0 0 - 0 0 927 27 27
Contract 0 0 0 0 0 + 981 27 27
Land title 0 0 0 - 0 + 890 27 27

Note: The first three rows show the results for posite constraint variables constructed as expiaine
in the data appendix. The bottom four rows show rémults for 4 additional constraint variables
included in a smaller number of surveys. Signifezis defined as the 5% level.

6. Conclusions

This paper has had two main purposes, one methgidaloand one substantive.
Methodologically we have defended the use of datathe reported severity of
business environment constraints on firm perforreaite subjective evaluation of
constraints by managers may be interpreted as mesastithe Lagrange multipliers
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in a model of production by firms facing supply stmaints for public goods and
finance, where the former are interpreted as caims$r that are common to all firms
in a country (though whose cost can vary betweemsl, while the latter are
constraints that will typically vary between firmas well as between countries. We
have derived predictions from the model that fé& dbserved characteristics of these
data, suggesting that such data are indeed usefsgumes of the constraints to growth
across a wide range of countries. Our results plsiot to the shortcomings of
previous studies using data of this kind, where #ignificance of business
environment measures in firm performance equatisnaterpreted as providing an
accurate indicator of their importance and wheredtiference between the finance
constraint and those with a public good charastewverlooked.

Substantively we have used the data to draw colcsisabout the relative
importance of different constraints on growth ang/these vary across countries and
across firm types. Among the conclusions are #lacoms infrastructure is never an
important policy priority for any country (this c®ntrary to the conclusions of Dollar
et al., 2005, but we have shown how their conchsiare likely to be generated by
endogeneity bias in the cross-section regressidnghsport is important only for
some very poor or war-torn countries, and ele¢yrics the only form of physical
infrastructure whose failings rank as importantddarge group of countries (mainly
in Africa and South Asia). Crime and corruption, dgntrast, are important in many
countries especially in Central and Latin Americad aweaknesses in the
administration of the tax system are of particutaportance in the CIS. Labour
regulation emerges as a concern for relatively ggomus countries only. Our results
suggest that more efficient firms are especiallpst@ined by poorly functioning
customs regulations and inadequacies in the lggaé®m and that it is private rather
than state-owned firms that are the likely benafies of improvements in
macroeconomic stability and policy predictability well as in the functioning of the
legal system and of reductions in corruption amcher

Overall we believe we have shown that data ofkimd yield valuable and non-trivial

insights into the factors affecting growth of firnagross countries, and we look
forward to using such data in future research.
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Data Appendix

The full dataset available to us covers almostfs@ks. The data originate in a series
of 135 different surveys conducted in 72 countaesr the period 1999-2005. There
are two different survey series: BEEPS (BusinessirBnment and Economic
Performance Survey), conducted by EBRD and the dM@ank and covering mostly
transition countries, and PICS (Productivity andvelstment Climate Survey),
conducted by the World Bank and covering both items and non-transition
countries. The measures of productivity level usedhe paper (estimated TFP
residual, self-reported technological level) aré aailable in BEEPS 1999, and so
these observations were excluded from most of nléyais.

Table Al
Numbers of firms, by year and survey:

Year | PICS| BEEP$BEEPS| BEEPS| BEEPS| Total
1999 | 2002 | 2004 | 2005
1999 0] 4,104 0 0 0| 4,104
2000 | 2,648 0 0 0 0| 2,648
2001 926 0 0 0 0 926
2002 | 7,187 0| 6,667 0 0]13,854
2003 | 12,383 0 0 0 012,383
2004 | 4,549 0 0| 3,346 0| 7,895
2005 293 0 0 0| 10,762| 11,055
Total | 27,986 4,104| 6,667| 3,346 10,762| 52,865

The database includes firms in 6 relatively wealttountries, 5 from the EU
(Germany, Greece, Ireland, Portugal, Spain) amarh East Asia (South Korea). All
of these were surveyed as comparators in the BE2B& and 2005 rounds.

Country income classifications use the World Balalssification of July 2005, which
is in turn based on GNI per capita in 2004. Timaricial development classification
uses the indicators reported in Djankov, McLiestd &hleifer (2005) (DMS). Four
dummy variables are created: (1) =1 if the DMS itoedights index (0-4) takes the
value of 2 or greater, =0 otherwise; (2) the DM&i mation sharing dummy, used
without modification; (3) the DMS private bureaundmy, used without modification;
(4) =1 if the DMS contract enforcement days vaeablequal or greater than 365, =0
otherwise. The sum of these 4 dummy variablessgugea 0-4 index. A country is
classified as “low financial development” if thensuis 0; as “medium” if the sum is 1-
2; and as “high” if the sum is 3-4.

About 63% of the firms in the database are in mactufing, about one-third are in
services, and the remaining 6% are in construc#onimportant influence on this
mix is the fact that the BEEPS surveys aimed toecdlie entire business sector,
whereas the PICS covered the manufacturing sebtarsa exclusively. Most of the
results in the paper are based only on manufagt@inms, partly for this reason.
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Table A2

Full dataset:
we DMS
Income finan.
classit. 9€Vel pics
classif.

non-TE OECD
Germany High High
Greece High High
Ireland High High
Portugal High High
Spain High High
Turkey Up-mid High
Total
CEE
Czech Up-mid High
Estonia Up-mid n.a.
Hungary Up-mid Mid
Latvia Up-mid High
Lithuania Up-mid  Mid 239
Poland Up-mid Mid 108
Slovakia Up-mid Mid
Slovenia High Mid
Total 347
SEE
Albania Low-mid Mid
BiH Low-mid  High
Bulgaria Low-mid  Mid 548
Croatia Up-mid Mid
FYROM Low-mid Mid
Kosovo Low-mid n.a. 329
Romania Low-mid Mid
Serbia-Mont. Low-mid  Mid 910
Total 1,787
CIs
Armenia Low-mid Mid
Azerbaijan Low-mid  Mid
Belarus Low-mid Mid
Georgia Low-mid  Low
Kazakhstan Low-mid  Low
Kyrgyzstan Low Mid 102
Moldova Low Mid 103
Russia Up-mid Mid
Tajikistan Low n.a. 107
Ukraine Low-mid Mid
Uzbekistan Low Low 100
Total 412
LA Carib
Bolivia Low-mid ~ Mid 671
Brazil Low-mid ~ Mid 1,642

BEEPS
1999

150
150

149
132
147
166
112
246
138
125
1,215

163
192
130
127
136

125

873

125
137
132
129
147
132
139
552

247

126
1,866
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Survey

BEEPS
2002

514
514

268
170
250
176
200
500
170
188
1,922

170
182
250
187
170

255
250
1,464

171
170
250
174
250
173
174
506
176
463
260
2,767

BEEPS BEEPS

2004 2005
1,197
546
501
505
606
559

2,248 1,666

343
219
610
205
205
975
220
223
3,000

204
200
300
236
300

600
200
2,040

351
350
325
200
585
202
350
599
200
594
300
4,056

Of which:

excl. BEEPS 1999

Manuf

231
103
181
134
137
323
1,109

157
78
419
62
253
749
68
110
1,896

143
147
453
119
138
77
468
552
2,097

298
267

97

85
419
220
360
294
215
323
232

2,810

663
1,641

Other or n.a.

966
443
320
371
469
750
3,319

454
311
441
319
391
834
322
301
3,373

231
235
640
304
332
252
387
808
3,189

224
253
478
289
416
257
267
811
268
734
428
4,425



Chile
Ecuador

El Salvador
Guatemala
Honduras
Nicaragua
Peru

Total

East Asia
Cambodia
China
Indonesia
Philippines
South Korea
Thailand
Vietnam
Total

South Asia
Bangladesh
Bhutan
India

Nepal
Oman
Pakistan
Sri Lanka
Syria

Total

Africa
Algeria
Egypt
Eritrea
Ethiopia
Kenya
Madagascar
Mali
Morocco
Mozambique
Nigeria
Senegal
South Africa
Tanzania
Uganda
Zambia
Total

Grand total

WB
Income
classif.
Up-mid

Low-mid
Low-mid
Low-mid
Low-mid
Low
Low-mid

Low
Low-mid
Low-mid
Low-mid

High
Low-mid

Low

Low
Low
Low
Low
Up-mid
Low
Low-mid
Low-mid

Low-mid
Low-mid
Low
Low
Low
Low
Low
Low-mid
Low
Low
Low
Up-mid
Low
Low
Low

DMS
finan.
devel.
classif.
High
Mid
High
Mid
Mid
High
Mid

Low
Mid
Mid
Mid
High
Mid
Mid

Mid
n.a.
Low
Mid
Low
Mid
n.a.
Mid

Low
Mid
n.a.
Mid
High
Mid
Mid
Mid
Mid
Mid
Mid
High
Mid
Mid
Mid

PICS

948
453
465
455
450
452
576
6,112

503
3,948
713
716

1,385

7,265

1,001
98
2,722
223
337
965
452
560
6,358

557
977
79
427
284
293
155
859
194
232
262
603
276
300
207
5,705

27,986

BEEPS
1999

4,104
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Survey

BEEPS
2002

6,667

Of which:
excl. BEEPS 1999

Z00s 2005 Man
758
453
465
435
450
452
553

5,870

133

2,629

713

716

598 225

1,385

500 261
1,098 6,062

1,001
56
2,719
223
99
914
451
549
6,012

475
977
70
427
265
292
135
859
194
212
238
584
265
260
179
5,432

3,346 10,762 31,288

Other or n.a.

190

20

23
242

370

1,319

373

239
2,301

42

214
51

318

82

19

20

23
13
11
40
10

228

17,395



Of the roughly 31k manufacturing firms used in thak of the analysis, almost 28k
were always private. The remaining firms were rdygvenly divided into privatised
firms and SOEs. Most of privatised firms are in ttansition countries of CEB, SEE
and CIS, whereas the SOEs in the sample are shtbout the globe.

Small and medium-sized enterprises (SMES) are eléfas having employment under
100 persons. These make up about one-third of thesefacturing firms. Significant
foreign ownership is defined as a stake of 10% orenin the firm; about 4k of the
31k firms have such stakes. A bit over half of siidset are from a big city, defined
as a country capital or a city with a populationradre than one million.
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Table A3

Manufacturing firms only; BEEPS 1999 excluded.

Ownership

non-TE OECD
Germany
Greece
Ireland
Portugal
Spain

Turkey

Total

CEE
Czech
Estonia
Hungary
Latvia
Lithuania
Poland
Slovakia
Slovenia
Total

SEE

Albania

BiH

Bulgaria

Croatia

FYROM

Kosovo

Romania
Serbia-Montenegro
Total

CIS
Armenia
Azerbaijan
Belarus
Georgia
Kazakhstan
Kyrgyzstan
Moldova
Russia
Tajikistan
Ukraine
Uzbekistan
Total

LA Carib
Bolivia
Brazil

Total

231
103
181
134
137
323
1,109

157
78
419
62
253
749
68
110
1,896

143
147
458
119
138
7
468
552
2,102

298
267
97
85
419
220
360
294
215
323
232
2,810

663
1,641

189
97
148
112
122
277
945

132
60
329
36
212
699
55
81
1,604

114
132
391
106
125
76
399

For.

517

1,860

260
224
66
67

381
176
303
254
196
272

158

2,357

614

Ownership
Privat- New
ised State  private  Dom.
4 8 219
3 100
181
3 1 130
137
6 31 286
16 40 1,053
30 11 116
14 5 59
73 9 337
22 1 39
46 10 197
76 30 643
14 10 44
47 8 55
322 84 1,490
16 7 120
37 24 86
180 15 263
37 18 64
36 28 74
1 76
66 24 378
92 168 292
465 284 1,353
102 20 176
20 46 201
9 13 75
38 7 40
96 29 294
77 16 127
110 18 232
77 30 187
59 27 129
60 35 228
48 19 165
696 260 1,854
12 651
8 2 1,631

36

1,554

Firm size Location
Large Small city
Large SME city or rural

42 63 168 15 216

6 27 76 45 58
33 38 143 43 138
22 53 81 15 119
15 34 103 28 109
46 83 240 124 199
164 298 811 270 839
25 43 114 24 133
18 21 57 39 39
90 100 319 147 272
26 24 38 29 33
41 63 189 87 166
50 113 636 87 662
13 34 34 17 51
29 56 54 11 99
292 454 1,441 441 4581,
29 31 112 34 109
15 51 96 39 108
65 146 305 137 319
13 39 80 41 78
13 68 70 59 79
1 77 77

69 124 344 66 402

35 216 336 146 406
240 675 1,420 522 578l
38 52 246 195 103
43 78 189 187 80
31 36 61 38 59
18 29 56 19 66
38 97 322 148 271
44 78 142 93 127
57 109 251 176 184
40 121 173 154 140
19 61 154 87 128
51 80 243 108 215
74 72 160 93 139
453 813 1,997 1,298 1,512
49 68 376 n.a. n.a.
87 455 1,180 465 1,175



Chile
Ecuador

El Salvador
Guatemala
Honduras
Nicaragua
Peru

Total

East Asia
Cambodia
China
Indonesia
Philippines
South Korea
Thailand
Vietnam
Total

South Asia
Bangladesh
Bhutan
India

Nepal
Oman
Pakistan

Sri Lanka
Syria

Total

Africa
Algeria
Egypt
Eritrea
Ethiopia
Kenya
Madagascar
Mali
Morocco
Mozambique
Nigeria
Senegal
Tanzania
Uganda
Zambia
Total

Grand total

Total

758
453
465
435
450
452

553

5,870

133
2,629
713
716
225
1,385
261
6,062

1,001
56
2,719
223
123
914
452
552
6,012

475
977
70
427
265
292
135
859
194
232
239
265
260
197
5,477

31,366

Privat-
ised

O = W N

15

46

24

28

13

69

46

53

10

52

181

164

2,065

Ownership
New
State  private
9 749
2 449
1 461
434
445
7 430
553
21 5,803
132
511 2,094
14 697
688
225
1 1,383
27 221
553 5,440
1 954
6 45
43 2,623
1 217
121
8 896
52 348
544
111 5,748
48 416
15 939
12 35
57 340
14 240
8 279
13 115
1 855
1 127
7 223
4 231
9 217
5 239
5 163
158 2,728
1,554 27,747

37

Ownership Firm size Location
Large Small city
Dom. For. Large SME city or rural
653 123 265 493 439 319
397 56 83 356 357 92
426 39 97 368 201 85
395 40 95 340 310 125
379 71 108 342 92 358
407 45 36 416 189 263
505 48 14 108 462 91
5,312 558 1,221 3,979 2,515 2,508
80 53 58 75 85 48
1,974 631 1,380 1,093 (02,23 399
597 116 362 349 n.a. n.a.
523 166 251 415 104 606
193 32 58 167 117 108
1,026 358 796 589 513 206
230 31 69 192 126 135
4,623 1,387 2,974 2,880 1753, 1,502
959 29 634 349 1,001
54 1 12 43 16 40
2,618 63 485 2,159 2,147 2 57
208 14 99 124 95 128
103 19 1 121 14 41
902 12 89 822 608 306
363 87 227 195 109 343
537 7 44 506 n.a. n.a.
5,774 232 1,666 4,224 98,9 1,430
464 5 58 400 n.a. n.a.
938 39 187 790 482 200
63 7 14 56 70
399 20 81 343 203 216
219 43 68 169 166 99
179 112 89 203 192 88
108 26 15 116 124 11
685 174 302 554 570 191
154 36 33 107 119 74
131 99 118 102 232
181 57 41 195 233 6
206 54 48 205 189 76
200 59 30 230 n.a. n.a.
138 59 72 116 115 82
4,544 901 1,437 3,886 67,1 1,161
26,989 4,229,538 20,658 15,378 11,985



The range and compatibility of business constrgqugstions varied from survey to

survey. We use a basic set of 17 business comstréiat are all available for 66

countries; the subset of manufacturing firms foesth countries (and excluding

BEEPS 1999) amounted to more than 34k firms, anck wee basis for the results

reported Figures 3a and 3b. (The missing counirniethese figures are Algeria,

Bhutan, Bolivia, Egypt, Morocco, Mozambique, Nepdigeria, Peru, and Syria; all

except Bolivia have data on a subset of these Tligre are an additional 4 business
constraints for which data are available for 29%:6antries.

Table A4
No. firms Mandt No.' No.

All (excl. BEEP 1999) countries  surveys
Basic set (17)
Telecoms 43,323 27,007 70 106
Electricity 43,551 27,144 70 106
Transport 42,816 26,589 69 105
Land access 40,981 25,372 67 103
Tax rates 46,265 25,955 66 127
Tax admin 46,044 25,851 66 127
Customs 43,212 24,664 69 130
Licensing 45,408 25,487 66 127
Labour regs. 45,719 25,604 66 127
Fin. Access 41,220 25,470 66 102
Fin. Cost 45,488 25,752 67 128
Uncertainty 45,843 25,845 66 127
Macro 45,919 25,865 66 127
Corruption 45,007 25,805 68 128
Crime 44,182 24,506 65 126
Skills 42,698 26,501 67 103
Anti-comp. practices 44,861 25,240 66 127
Additional (4)
Legal 34,037 15,802 52 112
Mafia 23,047 6,409 34 86
Contract violations 16,748 5,726 29 56
Land title 18,972 6,335 34 61

The combined (i) infrastructure, (ii) regulationdafiii) finance constraints were
constructed using the first principal component (Df telecoms, electricity and
transport, (i) customs, licensing, regulation amttertainty, and (iii) access to and
cost of finance, respectively. These indexes werealised to take the same range

as the raw indexes (1-4).

Productivity levels are defined for manufacturingns using TFP residuals or the
firms’ self-reported technological level. TFP dhshls could be calculated for about
18k firms.  For the purposes of the figures, firmgere classified into
low/medium/high TFP categories based cutoffs fer ibsiduals of +/ 0.4, i.e., 40%
above or below the average; these cutoffs definesetgroups of about 6k firms each.
TFP in levels is based on sales and capital in dlfard and on total employment. In
the BEEPS surveys, sales and fixed capital armatgd by the interviewee (typically
a member of the senior management of the firmhénPICS surveys, these are based
on accounting data in local currency, converteshgisiurrent exchange rates. Since
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movements in the US dollar exchange rate and domm&kS inflation affect our
chosen numeraire, we adjusted these figures irecudollars using the US Federal
Reserve’s index of the real foreign exchange vafuée dollar and the US Bureau of
Economic Analysis’ GDP deflator. The result isued for sales and fixed capital that
are, roughly speaking, in constant US dollars.

Self-reported technological level is based on thswer to a question asking the
interviewee to think of the main product line/pratian process of the firm and to
compare it to that of “your closest competitor’hrée responses were possible, based
on whether the interviewee thought the firm’s tealbgy was less advanced/about the
same/more advanced than that of its main competiesponses are available for
only 9,000 firms in the PICS and BEEPS 2002 surv89%%o rated their technological
level at about the same as their main competit®s as below, and 25% as above.

Managerial education is a categorical variable irapgrom 1 (didn't complete

secondary school) to 6 (has a postgraduate qualdic such as an MA or PhD). The
distribution for manufacturing firms (again exclodi BEEPS 1999) is reported
below.

Table A5

Education level Number Percent
Below secondary 1,409 6.35
Secondary 3,194 14.40
Vocational 1,316 5.93
Some university 1,988 8.94
University 11,434 51.55
Postgraduate 2,844 12.82
Total 22,180, 100.00
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